
We present our results with the plots given below. In the first two plots, the empirical biases
and variances are shown with respect to different response rates and sample sizes. When
the missingness mechanism is MCAR, the response rate and sample size have similar
effects on bias and empirical variance. As the response rate increases, given that all other
parameters are fixed, both empirical bias and variance decrease, which is expected.
Similarly, when the sample size increases, given that all other parameters are fixed, both
empirical bias and variance decrease.

When the missingness mechanism is MAR, we see that as 𝛼 increases, given that all other
parameters are fixed, the response rate increase. The inverse is true of the variance and
bias; as 𝛼 increases the variance and bias decrease; this is because the response rate
increases with 𝛼. Increase in 𝛽 does not appear to effect the response rate. As 𝛽 increases,
given that all other parameters are fixed, the variance and bias increases. As 𝛾 increases,
the response rate decrease slightly. As 𝛾 increases the variance and bias increase.

When the missingness mechanism is MNAR, we see that when 𝛼 increases, so does the
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Motivation and Objectives

Background
Leverage-Salience theory attempts to explain the causes of unit nonresponse: participants
weigh the importance they put on an attribute in the decision process, the leverage, and
how appealing the attribute is made during recruitment, the saliency. Cash incentives can
be used to increase the salience, for example. Recently, populations growing distrust of
their neighbors and increasing modern technologies, like cell phones, have created issues
with getting participants to even consider listening the recruiter about the survey topic.

In this study we will consider three types of non-response (missingness) mechanisms):

MCAR occurs when the outcome does not depend on the explanatory variables, outcome
variables, or the survey design:

𝑓 𝑀 𝐷, 𝜙 = 𝑓 𝑀 𝜙         ∀ 𝐷, 𝜙

This type of missingness can be ignored in the analyses. MAR occurs when the missing
data depends on some observed data D:

𝑓 𝑀 𝐷, 𝜙 = 𝑓 𝑀 𝐷௢௕௦, 𝜙         ∀𝐷௢௕௦, 𝜙

in other words, when missingness depends on some observable data collected. This type
of missingness can be corrected using weighting adjustment methods. MNAR occurs when
the probability of nonresponse depends on the data missing:

𝑓 𝑀 𝐷, 𝜙 = 𝑓 𝑀 𝐷௢௕௦, 𝐷௠௜௦, 𝜙         ∀𝜙

We can not correct this type of missingness completely.

To be able to compare the empirical biases and the variances of the sample mean
estimator from MCAR, MAR and MNAR, we performed three separate Monte Carlo
simulation studies using k=10,000 iterations as follows:

For MCAR, we assumed that the response propensity=𝑝௜ is equal for each subject
i=1,2,…,n. For sample size=100, we considered that the relationship between the outcome
Z and the covariate X is given with the equation
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For MAR, we assumed the same relationship (1) between the outcome and the
covariate, but additionally we assumed that the relationship between the covariate and
response propensity is as given below

We considered various values for the parameters 𝛼, 𝛽, 𝑎𝑛𝑑 𝛾, changing from 0 to 5 in
increments of 0.2. We set 𝜃 = 10. MAR follows most of the equations of MCAR, but
instead of assigning a fixed p for each subject, we calculated response propensity from

for i=1,2,…n. We used formulas (2)-(4) to calculate empirical biases and variances with
the corresponding response rates.

ln
𝑝୧

1 − 𝑝௜
= 𝛼 + 𝛾𝑋௜

For MNAR, we assumed the same relationship (1) between the outcome and the
covariate, but we assumed that the relationship between the outcome and the response
propensity is as given below

We considered various values for the parameters 𝛼, 𝛽, 𝑎𝑛𝑑 𝛾, changing from 0 to 5 in
increments of 0.2. We set 𝜃 = 10. As in MAR, MNAR follows most of the equations of
MCAR but instead of assigning a fixed p for each subject, we calculated response
propensity from

for i=1,2,…n. We used formulas (2)-(4) to calculate empirical biases and variances with
the corresponding response rates.
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response rate. While there is a spike in the variance from 𝛼 =0 to 𝛼 =1, as 𝛼 increases,
there appears to be little to no effect on the variance. Similarly, increased 𝛼 values have
no effect on bias. The reason for stable bias and variance is due to the increased
response rate. As 𝛽 increases, the response rate decreases and the empirical variance
and bias values increase. As 𝛾 increases the response rate decreases. The empirical
variance increases as 𝛾 increases . There also appears to be a slight increase in the bias
values when 𝛾 increases.

MCAR

Using the results from our simulations, we assessed how empirical biases and variances
are effected in relation to the different mechanisms of non-response. We showed that for
MAR and MNAR, when the relationship between the outcome and the covariate increases,
the bias and variance of the sample mean increases. Similarly for both MAR and MNAR,
when the relationship between the outcome and response propensity increases the bias
and variance of the sample mean increases. We suggest researchers to utilize adjustment
or other correction procedures if they suspect they have MAR or MNAR in their data.
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There has been a rapid decline in response rates. There are two types of non-response;
unit nonresponse, where a respondent does not respond to the survey at all, and item
non-response, where a respondent fails to respond to a survey partially. In this study we
focus on unit non-response. Unit non-response reduces sample size and study power. It
has the potential to introduce non-response bias to estimates. In this study, using an
extensive Monte Carlo Simulation, we evaluate the bias and empirical variance under
different missingness mechanisms where the response propensity varies based on its
dependence on the explanatory variables, outcome variables or survey design. For that
purpose, we consider three types of non-response mechanisms: Missing Completely at
Random (MCAR), Missing at Random (MAR), and Missing Not at Random (MNAR) and
search the effects of unit nonresponse on estimating the population mean.
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Refuse (r1=0) Refuse (r2=0)Accept (r1=0) Accept (r2=0)

Subject 1 Subject 2

and generated ri ~ Bernouilli(pi). We considered various values for the parameter 𝛽
changing from 0 to 5 in increments of 0.2. We calculated the empirical bias and empirical
variance of the sample mean, as well as the response rate with the following formulas:

𝑍௜ = 𝜃 + 𝛽𝑋௜ + 𝜖௜

where ቊ
𝑦௜ = 𝑧௜  , if 𝑟௜ = 1  
𝑦௜ =   .   ,  if 𝑟௜ = 0
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where we generated X~N(0,1) and 𝜖~𝑁(0,1) and set 𝜃 = 10. We defined

MAR

MNAR
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